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Basic Concepts

AI (Artificial Intelligence): AI involves creating machines or 
software that can perform tasks requiring human-like 
intelligence, including learning, problem-solving, and decision-
making. 

ML (Machine Learning): ML is a subset of AI focusing on 
algorithms and statistical models that enable computers to 
improve their performance on a task through experience or data. 

DL (Deep Learning): Deep Learning is a specialized area of ML 
involving neural networks with many layers, allowing computers 
to learn complex patterns in large amounts of data. 

NLP (Natural Language Processing): NLP is a branch of AI that 
deals with the interaction between computers and humans 
through natural language, enabling machines to read, 
understand, and interpret human language. 

LLM (Large Language Model): A Large Language Model is an advanced type of NLP model, often built 
using deep learning techniques, capable of understanding, generating, and engaging in human-like text-
based communication.

5
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Development of AI
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Development of AI

Turing Paper (1950s): Alan Turing publishes “Can machines think?” proposing the 
idea of machines that could simulate human thought processes, introducing the 
Turing Test as a measure of machine intelligence. 

Information Theory (1950s): This era saw the formulation of the Information 
Theory, laying the foundational concepts for data transmission and encoding, and 
the early prototyping of AI systems. 

First AI Winter (1970s): Interest and funding in AI research declined due to the 
realization that early AI promises were overly ambitious and the technology of the 
time couldn't fulfill them. 

Expert Systems (1980s): AI 
experienced a resurgence with 
expert systems, which were 
programs that mimicked the 
decision-making abilities of a 
human expert in specific 
domains.

7https://transformainsights.com/ai-machine-learning
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Development of AI

Second AI Winter (Mid 80s-Mid 90s): Expectations again outstripped results, 
particularly with expert systems, leading to another period of reduced funding and 
interest in AI research. 

Deep Learning (2010s): This stage marks the rise of deep learning, where AI systems, 
especially neural networks, became adept at complex tasks like image and speech 
recognition. 

Third AI Winter (2020s): Indications of a potential new AI winter due to inflated 
expectations, among other factors, with a decrease in public and perhaps investor 
enthusiasm. 

LLM Era: With the advent of models like 
ChatGPT, AI is seeing another boom as 
these tools demonstrate advanced 
understanding and generation of human 
language, indicating a new horizon for 
AI applications.

8
https://transformainsights.com/ai-machine-learning
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Alan Turing

Turing Machine: A foundational concept in 
computer science that represents a simple 
abstract universal computing device for 
algorithm execution. 

Turing Test: A test for intelligence in a computer, requiring that a 
human should not be able to distinguish the machine from another 
human being based on the machine’s responses to questions. 

Turing Award: The highest accolade in computer science, akin to a 
Nobel Prize, recognizing individuals for significant contributions to the 
field. 

Codebreaking during WWII: Turing's critical role in breaking the 
Enigma code helped to shorten the war and save countless lives.

9
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Alan Turing 

Find Alan Turing in Cambridge
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Machine Learning

Definition: Machine Learning is a subset of AI that enables computers to learn 
from and make predictions or decisions based on data, without being explicitly 
programmed. 

Key Algorithms: Includes algorithms like decision trees, neural networks, 
support vector machines, and clustering techniques. 

Underfitting: When a model is too simplistic 
and fails to capture the complexity of the 
data, resulting in poor performance on both 
training and testing data. 

Overfitting: Occurs when a model is too 
complex, capturing noise in the data as well 
as the underlying pattern, leading to high 
performance on training data but poor 
generalization to new data.

11



Zihao Fu https://fuzihaofzh.github.io/

Deep Learning

Definition: Deep Learning is an advanced subset of machine learning involving neural networks with 
multiple layers, enabling the extraction of higher-level features from raw input. 

Neural Networks: Mimicking the structure of the human brain, neural networks in deep learning consist of 
interconnected nodes, each layer extracting more complex features. 

Early Foundations: The concept of neural networks dates back to the 1940s and 1950s, but it wasn't until 
the 1980s and 1990s that key advancements in algorithms and computing power revitalized interest in 
deep learning. 

Key Figures: Notable figures like Geoffrey Hinton, Yann LeCun, and Yoshua Bengio have been 
instrumental in advancing deep learning technologies. 

Hinton's Contribution: Geoffrey Hinton, often referred to as the 
"godfather of deep learning," has made significant contributions, 
particularly in the application of backpropagation for training multi-
layer neural networks. 

2018 Turing Award: Geoffrey Hinton, along with Yann LeCun and 
Yoshua Bengio, won the Turing Award in 2018 for their work in deep 
learning, which has been fundamental in the development of neural 
networks and AI.

12
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Deep Learning - Double Descent

Deep Double Descent: A phenomenon in machine learning where increasing 
the model size, data size, or training time can initially worsen performance 
before eventually improving it. 

Traditional View: Traditionally, increasing model complexity leads to 
underfitting, then optimal fitting, and finally overfitting. 

Deep Double Descent Curve: This curve shows an initial descent 
(reducing error), followed by a peak (increased error), and then a second 
descent (reduced error again) as model complexity continues to increase. 

Implications: Challenges the 
traditional bias-variance trade-off 
understanding, suggesting that very 
large models can defy the overfitting 
paradigm.

13

https://openai.com/research/deep-double-descent
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Deep Learning - Emergence

Quantitative to Qualitative: Emergent abilities manifest when quantitative increases in 
model scale result in new, qualitative behaviors. 

Emergence In LLM: An ability is emergent if it is not present in smaller models but is 
present in larger models. 

Beyond Predictability: Unlike incremental 
improvements, emergent abilities in large 
models cannot be foreseen by extrapolating 
from smaller models' performance. 

Emergence: An emergent ability is exclusive 
to larger models and is absent in their smaller 
counterparts. 

Phase Transition: These abilities typically 
appear after surpassing a critical model 
scale, marking a significant leap in 
performance.

14

Wei, Jason, et al. "Emergent abilities of large language models." arXiv preprint arXiv:2206.07682 (2022).
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Natural Language Processing

Natural Language Processing: NLP is a field of 
artificial intelligence that focuses on enabling 
computers to understand, interpret, and respond 
to human language in a valuable way. 

Core Areas: Includes tasks like language 
translation, sentiment analysis, speech 
recognition, and chatbots. 

Techniques Used: Employs methods from linguistics, computer 
science, and machine learning, like tokenization, syntactic analysis, 
and deep learning models. 

Applications: Widely used in customer service automation, content 
analysis, language translation services, and voice-activated assistants.

15



Zihao Fu https://fuzihaofzh.github.io/

Large Language Model - Introduction

LLMs: Advanced AI models designed to understand, generate, and interact 
using human language at a large scale, trained on vast datasets. 

Capabilities: They excel in tasks like text generation, translation, 
summarization, and question-answering, displaying an understanding of 
context and nuances in language. 

Examples: Popular examples include OpenAI's GPT series, Google's Bard, 
Anthropic’s Claude, Meta’s LLAMA. 

Applications: Used in chatbots, content creation, language translation 
services, and as tools for enhancing human productivity in various fields.

16
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Large Language Model - Popular Models

ChatGPT (OpenAI): A variant of the GPT (Generative Pre-trained Transformer) model, known for its 
conversational capabilities and versatility in various tasks, including text generation and question 
answering. 

GPT-4 (OpenAI): The latest iteration in the GPT series, known for its improved reasoning, advanced 
coding capabilities, and multimodal input processing (text and images). 

Bard (Google): Google's conversational AI model, leveraging the LaMDA (Language Model for Dialogue 
Applications) framework, designed to provide accurate and insightful responses. 

Claude (Anthropic): Created by Anthropic, co-founded by former OpenAI employees, Claude aims to 
build AI assistants that are helpful, honest, and harmless, showing great promise in multiple benchmark 
tests. 

LLaMA (Meta): Developed by Meta AI and is open source online, this series of language models is 
focused on efficiency and scalability, suitable for both research and practical applications.

17
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Large Language Model

Top Competitors: GPT-4-Turbo maintains the 
lead with an average win rate nearing 0.69, 
setting a high standard in model performance. 

GPT Efficacy: GPT-4 follows its turbo version 
with a win rate around 0.59, significantly 
outperforming other models in the lineup. 

Claude's Ascendancy: Claude models, 
particularly Claude-1, demonstrate robust 
performance, with Claude-1 surpassing the 
win rate of GPT-3.5-Turbo (ChatGPT) at 
approximately 0.54. 

Claude vs. GPT Variants: Claude-1 not only 
outperforms Claude-2 but also surpasses the 
win rate of GPT-3.5-Turbo, indicating its 
potential as a formidable contender in the AI 
space.

18

https://huggingface.co/spaces/lmsys/chatbot-arena-leaderboard
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Large Language Model

Chatbot-Arena: Compare different LLMs

19
https://huggingface.co/spaces/lmsys/chatbot-arena-leaderboard
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Large Language Model

Encoder Only: 

Description: Specializes in analyzing and processing input 
data. 

Function: Ideal for tasks that require understanding of input 
context, like sentiment analysis or text classification. 

Example Models: BERT (Bidirectional Encoder 
Representations from Transformers) is a well-known example. 

Encoder-Decoder: 

Description: Combines encoding of input data with decoding for output generation. 

Function: Suited for tasks involving a transformation from one form of data to another, like translation or summarization. 

Example Models: Sequence-to-sequence models, often used in machine translation. 

Decoder Only: 

Description: Focuses solely on generating output based on input context. 

Function: Effective for generative tasks like text completion or creative writing. 

Example Models: GPT (Generative Pretrained Transformer) series is a prominent example in this category.

20

Fu, Zihao, et al. "Decoder-Only or Encoder-Decoder? Interpreting Language Model as a Regularized Encoder-Decoder." arXiv preprint arXiv:2304.04052 
(2023).
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Large Language Model

Encoder-Only Models

Encoder-only models are designed to 
process input data and generate a 
meaningful representation, often used 
for tasks like classification and entity 
recognition. 

Notable Models:

BERT (2019): Developed by Google, it 
revolutionized the way context is 
integrated into word representations. 

RoBERTa (2019): An optimized version 
of BERT that achieves better 
performance on several benchmarks. 

ALBERT (2020): A light-weight version 
of BERT that maintains similar 
performance with fewer parameters.

21
Yang et. al. 2023. Harnessing the Power of LLMs in Practice: A Survey on ChatGPT and Beyond
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Large Language Model

Encoder-Decoder Models

These models can encode 
information and then decode it into a 
different format, making them ideal 
for translation and summarization 
tasks. 

Notable Models:

T5 (2020): By Google, stands for 
"Text-to-Text Transfer Transformer," 
trained on a wide variety of text-
based tasks. 

BART (2020): Combines a 
bidirectional encoder (like BERT) with 
a unidirectional decoder (like GPT), 
suitable for text generation tasks.

22
Yang et. al. 2023. Harnessing the Power of LLMs in Practice: A Survey on ChatGPT and Beyond
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Large Language Model

Decoder-Only Models

Decoder-only models are tailored for 
generative tasks, generating sequences of 
text based on a prompt. 

Notable Models:

GPT-2 (2019): OpenAI’s model that 
showcased the power of transformers in 
generating coherent and contextually 
relevant text. 

GPT-3 (2020): An evolution of GPT-2 with 
vastly more parameters, setting a new 
standard for language generation 
capabilities. 

GPT-4 (2023): The latest iteration with even 
more sophisticated language 
understanding and generation 
performance.

23
Yang et. al. 2023. Harnessing the Power of LLMs in Practice: A Survey on ChatGPT and Beyond
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Large Language Model

Parameter Escalation: Unprecedented growth from BERT's millions to GPT-4's trillion 
parameters. 

Computational Surge: Top-tier models demanding over 100 million petaFLOP for training. 

Cost Concerns: Escalating parameters driving up financial and ecological costs 
significantly.

24

https://www.techtarget.com/whatis/definition/large-language-model-LLM
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Language Model

The Core Mechanism: LMs predict the probability of the next word in a 
sentence based on the preceding words, using statistical and 
probabilistic methods.

26

https://www.cobaltspeech.com/coblog/2019/10/17/under-the-hood-automatic-speech-recognition
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Language Model

Language models estimate the likelihood of word sequences based on 
historical data.

27

Language 
Model

historical data

Train

“The cat sat on the” p(mat| The cat sat on the)=0.2
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Tokenization

Traditional Tokenization: Each word is a token. Problem: Large number of 
words; some words are infrequent. 

New Tokenization Methods:

Byte Pair Encoding (BPE): Iteratively merges the most frequent pair of bytes 
or characters in the text data, enabling effective handling of rare words. 

WordPiece: Similar to BPE but optimizes for language model likelihood, often 
used in models like BERT. 

SentencePiece: A language-independent model that treats the input text as a 
raw stream, allowing the same model to handle multiple languages. 

Rebalanced Encoding : Simply modification of BEP to alleviate repetition 
problem.

28

https://en.wikipedia.org/wiki/Byte_pair_encoding 
https://github.com/google/sentencepiece 
https://huggingface.co/learn/nlp-course/chapter6/6?fw=pt 
Fu, Zihao, et al. "A theoretical analysis of the repetition problem in text generation." Proceedings of 
the AAAI Conference on Artificial Intelligence. Vol. 35. No. 14. 2021.
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Language Model

How to generate?

29

Language 
ModelThe cat sat

p(on| The cat sat)=0.2 
p(desk| The cat sat)=0.02 
p(sea| The cat sat)=0.01 

…

Language 
ModelThe cat sat on

p(desk| The cat sat on)=0.01 
p(sky| The cat sat on)=0.02 
p(the| The cat sat on)=0.3 

…

Language 
ModelThe cat sat on the

p(sleep| The cat sat on)=0.01 
p(mat| The cat sat on)=0.2 
p(run| The cat sat on)=0.03 

…
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Sampling

Sampling: Sample words from a probability distribution to select 
word. 

Sampling Methods: 

Greedy Sampling: Always selects the highest probability word, 
often repetitive. 

Top-K Sampling: Sample from the top K most likely words, balancing creativity and relevance. 

Nucleus Sampling: Selects words from a probability threshold, offering dynamic and context-
sensitive text generation. 

Repetition Problem: Using greedy sampling lead to repetition problem. 

Why? 

Repetition theory show that High variance in the probability distribution lead to repetition. (Fu, 
Zihao, et al.)

30

cat  mat    on

0.05

0.3
0.1

…

Fu, Zihao, et al. "A theoretical analysis of the repetition problem in text generation." 
Proceedings of the AAAI Conference on Artificial Intelligence. Vol. 35. No. 14. 2021.
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Train Language Model

All text online can be training set 

Maximize the probability of the real next word

31

“The cat sat on the mat”

cat  mat    on
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N-Gram Models

N-Gram: a contiguous sequence of n items from a given sample of text or 
speech. In the context of language models, these items are typically 
words or characters. 

Example(2-gram): 

N-Gram Model: 

Example: ‘the cat’, P(cat | the) = Count('the cat') / Count(‘the') 

The data sparsity problem: in N-gram models, we do not have sufficient 
data for higher N-grams, making accurate prediction difficult.

32

<latexit sha1_base64="nJHMUkU4LUdFA55Y3T6cpPdZiog=">AAADXXicdVLBbhMxEHUSCiWUkhYJDlwsClIi2lUWicIFKaVU4pBAEE1bKRtFXme2seq1V7aXKDL7J3wKn8APcOqVGxJXOOBNoipJyUirfX7vzY5ndsKEM23q9R+FYunG2s1b67fLdzbubt6rbG2faJkqCh0quVRnIdHAmYCOYYbDWaKAxCGH0/DiMNdPP4PSTIpjM06gF5NzwSJGiXFUvxLhdnXUF/gLHvWt2POzXex53u709P6Zn9XwaxxEilB7KFNhqlfClVHUspXa5JO1DPcrO3WvPgl8HfgzsNNo/Pr57cHXJ+3+VuEyGEiaxiAM5UTrrl9PTM8SZRjlkJWDVENC6AU5h66DgsSge3YykAw/dcwAR1K5Rxg8YeczLIm1Hsehc8bEDPWylpP/07qpiV71LBNJakDQaaEo5dhInE8XD5gCavjYAUIVc3fFdEjc9Iz7B8tVzDB2fQgYmSFIBbGdvTN7PAMLGQOdN7PYOY171tXniTu42+BPQznCTOCcwzlZLgdvwQ1QQcs18yEBRYxUNjjKbJC3F4b2KMtWmA5mJkq4PVjpas25WitdzeacrelsbiX85QW4Dk6ee/6+9+Kj2403aBrr6BF6jKrIRy9RA71DbdRBFH1Hv9Ef9Ld4WVorbZQ2p9ZiYZZzHy1E6eE/cBYZEg==</latexit>

P (wn|wn�1, ..., wn�N+1) =
Count(wn�N+1, ..., wn)

Count(wn�N+1, ..., wn�1)

 ["The cat", "cat sat", "sat on", "on the", "the mat"]“The cat sat on the mat”
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Neural Language Model

Neural Language Model : Use neural network to learn word representations and word 
sequences probability, capturing linguistic patterns and contexts more effectively than 
traditional models. 

Improvement: 

Handles Data Sparsity: Effectively 
addresses the data sparsity issue 
prevalent in N-gram models. 

Feature Learning: Automatically 
learns and generalizes features, 
unlike N-grams which require 
manual feature engineering. 

Problem:Still handle words in a window. 
Unable to effectively handle long-term 
dependencies and sequential data.

33
Bengio, Yoshua, Réjean Ducharme, and Pascal Vincent. "A neural probabilistic 
language model." Advances in neural information processing systems 13 (2000).
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Recurrent Neural Network (RNN)

RNN: RNNs are neural networks that take the previous step's output as 
input, thus having access to the entire sequence's information. 

Advantage: Superior at capturing sequential and temporal 
dependencies, crucial for understanding context in language tasks. 

Problem: RNNs face challenges with long-term dependencies due to 
the vanishing gradient problem, which LSTMs address with their 
specialized memory cells.

34
https://colah.github.io/posts/2015-08-Understanding-LSTMs/
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Long Short-Term Memory (LSTM)

LSTM: LSTMs are a type of RNN specialized in remembering information for long 
periods. 

Key Features: Capable of learning long-term dependencies in data; Utilizes special 
structures like memory cells and gates (input, output, forget) to regulate the flow of 
information. 

Advantages: Effectively addresses the vanishing gradient problem common in standard 
RNNs; Enhanced ability to remember previous information for longer time periods. 

Challenges: More complex architecture leading to increased computational load; Longer 
training times compared to simpler RNN models.

35
Hochreiter, Sepp, and Jürgen Schmidhuber. "Long short-term memory." Neural computation 9.8 (1997): 1735-1780. 
https://colah.github.io/posts/2015-08-Understanding-LSTMs/
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Sequence-to-Sequence

Sequence-to-Sequence: AI architectures designed for transforming one 
sequence into another, using Encoder-Decoder frameworks. 

Building Block: utilize Recurrent Neural Networks (RNNs), Long Short-Term 
Memory (LSTM), or Transformer architectures to handle sequences of 
variable lengths. 

Encoder: processes the input sequence and compresses 
the information into a context vector, capturing the 
essence of the input. 

Decoder: takes the context vector and 
generates the output sequence, one 
token at a time, often used for tasks 
like translation or text summarization.

36
Sutskever, Ilya, Oriol Vinyals, and Quoc V. Le. "Sequence to sequence learning with neural 
networks." Advances in neural information processing systems 27 (2014). 
https://lena-voita.github.io/nlp_course/seq2seq_and_attention.html
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Attention Mechanism

Intuition: Attention mimics human focus by allowing the model to pay 
varying levels of attention to different parts of the input sequence, much 
like how we give more attention to certain words when understanding a 
sentence. 

Mechanism: Utilizes a set of weights that are calculated during the 
decoding phase, with each weight representing the importance of the 
corresponding input token for generating the next output token. 

Calculation: The weights are 
computed through a scoring function 
that assesses how well the inputs 
align with the current output, often 
using methods like dot product or a 
small neural network.

37
https://lena-voita.github.io/nlp_course/seq2seq_and_attention.html 
Luong, Minh-Thang, Hieu Pham, and Christopher D. Manning. "Effective approaches to 
attention-based neural machine translation." arXiv preprint arXiv:1508.04025 (2015).

https://lena-voita.github.io/nlp_course/seq2seq_and_attention.html
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Transformer

Architecture: The Transformer is a novel model 
architecture eschewing recurrent layers, relying entirely 
on attention mechanisms to process data in parallel and 
handle sequence-to-sequence tasks. 

Self-Attention: A key feature where each output element 
is connected to every input element, and the weightings 
between them are dynamically calculated based upon 
their mutual relevance. 

Positional Encoding: Injects information about the order 
of the sequence into the model, compensating for the 
lack of recurrence, allowing the model to consider the 
position of tokens within the sequence. 

Training Efficiency: Transformers train faster than RNNs 
or LSTMs as they make better use of parallel computing, 
leading to significant improvements in tasks like 
translation, text summarization, and beyond.

38

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information processing systems 30 (2017).

Encoder

Decoder
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Pretrain (Word2vec)

Word Embeddings: Word2Vec is a technique to pretrain word 
embeddings that transform words into a high-dimensional space, 
where words with similar meanings have similar representations. 

Contextual Prediction: Utilizes surrounding words to predict a 
target word (CBOW) or uses a target word to predict context words 
(Skip-gram), as shown in the diagram. 

Vector Translation: Adding a consistent vector to 
the embedding of a country often results in the 
embedding of its capital, revealing a 'translation' 
property in the embedding space. 

Downstream Tasks: Pretrained embeddings from 
Word2Vec provide a substantial starting point for 
various NLP tasks, offering general language 
understanding before task-specific training.

39
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Pretrain (Encoder-Only)

Encoder-Only Architecture: Models like BERT 
and RoBERTa utilize an encoder-only 
architecture, processing input data in one pass 
to generate rich contextual embeddings. 

Pretraining Objectives: Pretrained on large 
corpora, these models use objectives like 
Masked Language Modeling (MLM) and Next 
Sentence Prediction (NSP) for BERT, and longer 
training on MLM for RoBERTa. 

Fine-Tuning for Tasks: After pretraining, these 
models are fine-tuned on specific tasks, 
adjusting the embeddings based on labeled 
data to perform tasks like sentiment analysis, 
question answering, and more.

40

Encoder

Decoder
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Pretrain (Encoder-Decoder)

Encoder-Decoder Structure: Models like 
T5, BART employ a two-part architecture 
where the encoder processes input 
sequences and the decoder generates 
outputs, facilitating a broad understanding 
of context. 

Sequence-to-Sequence Learning: These 
models are designed to learn sequence-
to-sequence tasks, as in machine 
translation or summarization.

41

Encoder

Decoder
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Pretrain (Decoder-Only)

Decoder-Only Model: Only have a 
decoder without encoder. 

No Encoder: They omit encoders to 
optimize training speed and direct 
language generation, avoiding the 
complexity of bidirectional context 
processing. 

Achievement: Such models, despite 
their simplicity, have shown remarkable 
success in GPT models.

42

Encoder

Decoder
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Fine-Tune

Fine-Tune: After we have a pretrained model, fine-tune makes it suitable for our own tasks. 

Motivation: 

Leverage Pretrained Knowledge: Utilizes the broad understanding from the 
pretrained model. 

Efficiency: Saves time and resources compared to training a model from scratch. 

Task specific: Enhances model accuracy and relevance for specific tasks. 

Method: 

Select a Pretrained Model: Choose a model that closely aligns with the desired task. 

Prepare Task-Specific Data: Gather and preprocess data relevant to the specific task. 

Adjust Model Parameters: Tune the model by adjusting weights and 
hyperparameters.
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1.5B

GPT2(2019)

ChatGPT
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Demonstrations

Solve math problems 

Can use LaTeX 

May make mistakes
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Demonstrations

Can generate image 
according to the input. 

Image generated by DALL-E
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Demonstrations

Can search the internet
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Demonstrations

Ask ChatGPT to translate
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Demonstrations

Can recognize image
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Demonstrations
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LLAMA Model

OpenAI is not open. We do not how ChatGPT is trained 

We focus on Meta’s open LLAMA2 model

53
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LLAMA Model

OpenAI is not open. We do not know how ChatGPT is trained 

We focus on Meta’s open LLAMA2 model
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LLAMA Model

LLAMA: Developed by Meta, this series includes pre-trained and fine-
tuned large language models (LLMs) ranging from 7 billion to 70 billion 
parameters. 

Training Steps: 

Pretraining (2 trillion tokens) 

Supervised fine-tuning 
(27,540 annotations) 

Reinforcement Learning 
from Human Feedback 
(RLHF)(2,919,326 
Comparisons for reward 
model)
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Pre-train

Self-Supervised Learning:

Self-Supervised: No human annotation in this step 

Predict next word : Use online corpus to train the language model to 
predict next word. 

Data Size: 2 trillion tokens 

Model: Llama 2, language 
model, can only predict 
next word, cannot chat 

Problem: Know a lot of 
knowledge, but do not 
know how to use it.
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Pre-train

Training Details: 

The larger, the better 

Training time: 3311616 GPU 
hours. One GPU run 378 years! 

Some scores close to GPT-3.5. 
GPT-4 still the best
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Supervised Fine-Tuning

SFT Implementation: Utilized publicly available instruction tuning data 
to bootstrap SFT, refining it towards dialogue-style instructions. 

Quality Is All You Need: Only need 27,540 SFT annotations, prioritizing 
quality over quantity, demonstrating that a limited set of clean 
instruction-tuning data can significantly enhance model quality. 

Annotation Sample:
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Reinforcement Learning with Human Feedback

Reward Model:  Takes a model response and its corresponding prompt 
as inputs and outputs a scalar score to indicate the quality (e.g., 
helpfulness and safety) of the model generation. 

Two Reward Models: 
helpfulness and safety; 
sometimes trade off 

Initialised with pretrained 
chat model

59
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Reinforcement Learning with Human Feedback

Reward Model:  Takes a model response and its corresponding prompt 
as inputs and outputs a scalar score to indicate the quality (e.g., 
helpfulness and safety) of the model generation.
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Reinforcement Learning with Human Feedback

RLHF:

Proximal Policy Optimization (PPO). 

Rejection Sampling fine-tuning. 

Iterative Fine-Tuning: 

After tuned a new Chat 
Model, build new reward 
model and use RLHF 
again. 
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Performance
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Challenges (My research on Language Models)

My research mainly focus on the following challenges in language 
models: 

Repetition Problems 

Stability  

Data Expiration 

Hallucination 

Catastrophic Forgetting

64



Repetition Problem

Language models generate repetitive sequences, affecting 
performance. 

We prove the repetition probability upper  bound: 

We prove that repetition problem arising from the “high inflow problem” 
which is an inherent trait of human language. 

Proposed a novel rebalanced encoding approach based 
on theoretical upper bounds.

65
Fu et. al. AAAI 21. A Theoretical Analysis of the Repetition Problem in Text Generation 
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Repetition Problem

Why we use sampling instead of direct take the word with highest 
probability? 

We prove another repetition probability upper  bound: 

Directly using the word with highest probability is actually transform the 
probability distribution into following distribution with high variance 

The repetition bound will increase leading to more 
apparent repetitive issues

66
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Language Models Analysis - Stability Analysis

We focus on the training stability of language models. 

Establish two stability upper bounds for full fine-tuning and head-tuning scenarios (Fu et. al. Arxiv 23) 

Based on our theory, we can 

Explain four existing methods for stabilizing fine-tuning: increasing training steps, augmenting sample size, reducing the 
Lipschitz constant, and utilizing a smaller learning rate 

Design three new method to stabilise training: Max Margin Regularizer, Multi-Head Loss, and Self Unsupervised Re-Training 

From our theory, imcreading the training sample is the most straight forward way to stabilize the model training 
procedure. This partially explains why LLM with more samples have better performance.

67
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Theorem 1 (Stability Bound for Full Fine-Tuning). Suppose that the loss function (w, x) 7! f(w, x) is non-negative,
L-Lipschitz, and �-smooth with respect to w, µI � r2f(w⇤, x) with µ > 0, and f(w⇤, x) = 0. If A is the gradient descent
method with learning rate ⌘ = 1

� , then the leave-one-out model stability satisfies
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Theorem 2 (Stability Bound for Head Tuning). Given a linearly separable dataset S, suppose that the encoded features
E(xi) are bounded as kE(xi)k  B, 8i 2 {1, · · · , n}. Let �S be the maximal margin between separation plan ŵT

S x̃ = 0 and
encoded features E(xi). Suppose further that the model parameter w is optimized by gradient descent with t iterations and
learning rate ⌘ < 2��1��1

max(X̃). Then, for some constants C,�, ⌫, the normalized leave-one-out model stability is upper
bounded as
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Language Models Analysis - PEFT Analysis

PEFT only tunes small part of the parameters. Currently the most popular ways of fine-
tuning 

Propose a unified view of Parameter-Efficient Fine-tune (PEFT) (Fu et. al. AAAI 23) 

Explain the effectiveness of PEFT by proving a stability and a generalization bound 

Propose a novel SAM method, which is the approximate best way to choose tunable 
parameters guaranteed by our new theory. 

From our theory, imcreading the training sample is the most straight forward way to 
stabilize the model training procedure. This partially explains why LLM with more 
samples have better performance.

68
Fu et. al. AAAI 23. On the Effectiveness of Parameter-Efficient Fine-Tuning 
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Theorem 1 (Stability). If the loss function ` is ⇢�Lipschitz, A(Si) is close

to A(S), the Hessian matrix r2L(A(S)) at A(S) is positive-semidefinite with

a singular value decomposition U diag(⇤)U�1
, ⇤ = {⇤1, · · · ,⇤m} and ⇤min =

min{⇤1, · · · ,⇤m}, then the expectation of the loss EM LR has a pointwise hy-

pothesis stability as:
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Theorem 2 (Generalization). We denote the generalization error as R(A, S) =
Ez `(A(S), z) and the empirical error as R̂(A, S) = 1

n

Pn
i=1 `(A(S), z). Then,

for some constant C, we have with probability 1� �,

R(A, S)  R̂(A, S) +

s
C2 + 24C⇢2

⇤min+2(1�p)

2n�
. (2)
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Data Expiration

Issue: Language models have a static knowledge base, limited to the information 
available up to their last training update, lacking access to real-time updates or 
recent developments. 

Consequences: Inaccuracies in dynamically changing domains like news, 
science, or technology. 

Solutions: 

Use Retrieval-Agumented 
Generation which integration with 
search engines and retrieval 
systems to access up-to-date 
information. 

Regular updates and retraining of 
the models with new datasets
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Hallucination Problem

Hallucination: Language models sometimes generate text that's ungrounded in reality or 
inconsistent with input: termed as “hallucination.” 

By 2023, considered a major problem, with estimates of up to 27% hallucination rates in 
chatbots. 

Cause: Unknown 

LLAMA has more obvious hallucination problem than ChatGPT. Why? 

Example: 

Correct: The Eiffel Tower, located in Paris, France, was completed 
in 1889 and is one of the most recognizable landmarks in the world. 
It was originally constructed as the entrance to the 1889 World's 
Fair. 

Hallucination:The Eiffel Tower, situated in Berlin, Germany, was 
completed in 1950 and is renowned for being the world's tallest 
building. It was initially built to commemorate the 1950 International 
Technology Summit.
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Catastrophic Forgetting

Definition: A phenomenon where language models lose their ability to perform tasks 
they were originally trained for after being fine-tuned on new, specific datasets. 

Cause: Occurs when the fine-tuning process on new data overwrites critical aspects 
of the original model's knowledge, leading to a loss of previously learned 
capabilities. 

How to solve: 

Replay Mechanisms: Implementing techniques that 
periodically reintroduce old data during training, 
helping the model retain previous knowledge. 

Regularization Techniques: Applying constraints 
during training to maintain performance on old tasks 
while learning new information. 

Still need better methods
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LLM as an Agent

Planning Capabilities: 

Subgoal and Decomposition: Breaks down large tasks into smaller, manageable subgoals for 
efficient handling. 

Reflection and Refinement: Engages in self-criticism and self-reflection to learn from past actions 
and improve future results. 

Memory Functionality: 

Short-term Memory: Utilizes in-context learning as a form of short-term memory. 

Long-term Memory: Retains and recalls extensive information over long periods using external 
vector stores and fast retrieval. 

Tool Use and Integration: 

Employs external APIs for additional 
information not available in the model, 
including current updates, code 
execution, and access to proprietary 
databases.
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LLM as an Operating System

Peripheral Devices I/O: Integration with video and audio inputs/outputs for 
multimedia processing. 

Software 1.0 Tools: Utilizes traditional computing tools such as calculators, 
Python interpreters, and terminals. 

Storage: Interacts with disk storage, managing file systems and embeddings. 

Core Processing: LLM interfaces directly 
with the CPU and RAM, central to 
computing tasks and context window 
management. 

Connectivity: Communicates via Ethernet, 
supports web browsing capabilities, and 
connects with other LLMs for distributed 
processing.
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LLMs as a Researcher

Literature Review: LLMs can automate the aggregation 
and summarization of relevant literature, enhancing 
comprehensive review efficiency. 

Idea Generation: Utilizing LLMs to analyze trends and 
generate novel research hypotheses or questions. 

Experiment with API: LLMs use different tools via API to 
do real-world experiments. 

Results Analysis: Applying LLMs in data analysis for 
pattern recognition and predictive modeling to draw 
meaningful insights. 

Paper Writing: Assisting in 
drafting and revising research 
papers, including generating 
coherent text and references.
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LLMs as a Doctor

Medical Information Retrieval: LLMs can quickly sift through vast amounts of medical literature to find relevant information, 
studies, and papers, assisting doctors in staying up-to-date with the latest research and treatment protocols. 

Symptom Analysis and Preliminary Diagnosis: By analyzing patient-reported symptoms and medical history, LLMs can 
suggest possible diagnoses for further investigation by a human doctor. 

Treatment Plan Assistance: LLMs can help in drafting treatment plans by suggesting medications, dosages, and therapy 
options based on current medical guidelines and evidence. 

Patient Education: They can provide patients with easily understandable information 
about their conditions, treatments, and any necessary lifestyle changes in multiple 
languages. 

Administrative Tasks: LLMs can automate many of the administrative tasks in a 
medical practice, such as scheduling appointments, processing insurance claims, and 
managing patient records. 

Medical Training: They can be used to create interactive training modules for medical 
students and professionals, simulating patient interactions and providing feedback. 

Mental Health Support: LLMs could offer preliminary mental health support, providing 
coping mechanisms and initial counseling before a patient is able to see a professional. 

Ethical and Legal Considerations: The deployment of LLMs in medical settings would 
require rigorous adherence to privacy laws, ethical standards, and regulatory 
compliances to ensure patient safety and data security.
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LLMs as a Teacher

Accessible Education in Underdeveloped Areas: LLMs can provide quality educational content 
where resources are scarce, bridging the gap in global education disparity. 

Interactive Q&A Sessions: Capable of answering students' questions in real-time, fostering an 
engaging and interactive learning environment. 

Unwavering Patience and Consistency: As a digital entity, LLMs never tire or lose patience, 
ensuring a steady and reliable educational experience. 

Personalized Learning Paths: LLMs can tailor the learning 
experience to individual student's needs, accommodating different 
learning styles and paces. 

Multilingual Teaching Ability: With proficiency in multiple 
languages, LLMs can teach students in their native language, 
making education more accessible globally. 

Continuous Availability: Unlike human teachers, LLMs are 
available 24/7, providing assistance and resources at any time, 
which is especially beneficial for remote and asynchronous learning 
setups.
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Hinton's Concerns About LLMs

Intelligence Leap: Geoffrey Hinton is alarmed by the rapid 
intelligence advancements of Large Language Models like 
GPT-4, fearing they may soon surpass human intelligence. 

Few-Shot Learning: He is concerned about these models' 
ability to quickly learn new tasks with minimal examples, a 
feature he finds unsettling due to its efficiency. 

Confabulation Issue: Hinton points out the problem of 
LLMs generating false or made-up information, akin to 
human confabulations, but notes that computers need to 
improve in their accuracy. 

Manipulation and Harm Risks: He fears that LLMs could 
be capable of manipulating or harming humans, 
particularly in critical areas like elections and warfare. 

AI-Generated Subgoals: Hinton is worried about the 
potential ethical implications of AI creating its own 
subgoals, particularly in scenarios like warfare, where such 
autonomy could be dangerously misused.
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Unemployment

Job Displacement in Administrative Roles: LLMs can automate tasks like scheduling, 
email management, and data entry, leading to reduced demand for administrative staff. 

Reduction in Creative and Writing Jobs: Automated content creation by LLMs 
threatens jobs in journalism, copywriting, and creative writing. 

Impact on Customer Service Positions: With the ability 
to handle customer queries and support, LLMs may 
replace many customer service roles. 

Diminished Roles in Data Analysis: LLMs' capacity for 
advanced data analysis could decrease the need for 
human data analysts and researchers. 

Challenges in Educational and Training Fields: 
Automated teaching and training tools powered by LLMs 
might lead to fewer opportunities for educators and 
trainers.
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Malicious Usage

Phishing Email Templates: ChatGPT was used to generate phishing email templates that could trick users into 
believing they were authentic communications from trusted sources. 

Deepfake Scams: AI text-to-speech technology, advanced enough to replicate accents, was used in deepfakes to 
impersonate Elon Musk and push fake investment opportunities. 

Misinformation: AI imagery was utilized in political campaigns, notably by Ron DeSantis, who used fake, AI-generated 
imagery of Donald Trump in a hit piece. 

Libelous Claims: OpenAI faced a lawsuit after ChatGPT "hallucinated" false embezzlement claims about a gun 
activist, which led to a legal case against the creators of the AI tool. 

Ransomware: ChatGPT was demonstrated to be capable of writing ransomware code when prompted correctly, 
despite its limited effectiveness in crafting complex malware. 

Unlicensed Legal Practice: The AI lawyer bot from DoNotPay Inc. was accused of 
practicing law without a license, leading to a lawsuit against the company. 

Voice Scams: In Canada, a couple lost $21,000 to a scammer who used AI to mimic 
their son's voice, convincing them to transfer money through Bitcoin. 

Weapon Suggestions: An AI system, designed to generate new treatments for 
diseases, was manipulated to suggest over 40,000 different toxic chemicals, 
resembling nerve agents like VX
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Ethical Concerns

Discrimination and Toxicity: Perpetuating stereotypes and biases, leading to unfair 
discrimination and toxic language. 

Privacy Leakage: Risk of leaking private information from training data. 

Plugin to store history on local disk: 

https://greasyfork.org/en/scripts/475352-chatgpthelper 

Misinformation: Providing false or misleading information, eroding trust in shared 
information. 

Environmental and Automation Harms: High environmental 
costs, unequal benefits distribution, and undermining 
creative economies. 

Intellectual Property and Human Rights: Challenges in 
adapting existing frameworks to handle LLM-generated 
content.
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Jailbreak

Jailbreaks: a method to bypass 
restrictions of aligned language 
models (LLMs). 

Adversarial Attack Techniques: 

Attacking models with 
automatically-generated prompts. 

Techniques include appending 
adversarial suffixes and 
manipulating queries. 

Implications and Risks: Addressing 
the potential risks and ethical 
concerns of such attacks, 
emphasizing the need for robust 
security measures.
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